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BACKGROUND INFORMATION  
The development and the implementation of a Geographic Information System for the needs of the National Electricity Company Inc. (Natsionalna Elektricheska Kompania – NEK EAD) will be realized by this project .

The implementation of GIS of the Bulgarian high voltage networks will submit to NEK a powerful instrument for information, analysis and planning of the development and the maintenance of the machinery and equipment, owned by NEK. It will be an instrument for exact definition of the problem points in the high voltage networks and fast and exact navigation to the place of the problem. GIS will be used by the experts involved in the construction, repair and maintenance of the equipment. GIS will support NEK in its activities connected with the increase of the high voltage network availability and in respect with the development and participation in the regional concurrent energy market.
Information systems of the company business management, Information systems for documents flow control and for archiving the technical documentation are implemented on NEK. High information technologies are used by these information systems. For GIS development NEK EAD will look for technical solutions which will realize the opportunity for compatibility between the existing equipment and the new one. 

DEFINITION
The Technical specifications are part from the tender dossier for supply of software and hardware: computers, communication, navigation, peripheries, base GIS platform and DBMS for the Geographic Information System (GIS) of the Bulgarian electricity transmission system.

The technical specifications comprise the minimum characteristics acceptable for the Geographic Information System (GIS) of the Bulgarian electricity transmission system, the functions expected from the base GIS software and equipment and the technical characteristics related to training.

The Technical specifications are part from a project for development and implementation of a Geographic Information System (GIS) of the Bulgarian electricity transmission system which comprises three main parts:

· GIS design and software development;
· Geodetical measurements 
· Supply of Software and Hardware. 
The Software and Hardware, which will be purchased, shall be considerable part of GIS project. These software and hardware shall hereinafter be referred to as “GIS S and H”. The beneficiary company - Natsionalna Elektricheska Kompania (National Electricity Company) shall be referred to as "NEK".

SUBJECT
The third part of the GIS project (for NORTH site) shall be executed as a supply project including: DB and GIS servers and accessories, Rack cabinet for servers, SAN storage solution and accessories, work stations, mobile computers-, large scale plasma monitor, network routers, Ethernet switches, Digital map of Bulgaria at scale 1:25 000, Base GIS software platform,  and the training of the staff, in compliance with the herewith technical specifications for supply. 

The Tenderers shall propose a suitable Hardware and Software configuration, in which the whole hardware shall be licensed for jointly, work with software platforms: OS, RDBMS, base GIS software. This configuration shall include all the necessary units and components for complying with these technical specifications. 

The whole delivered hardware, software and materials shall be new, unused; shall be the last manufacturer’s model and shall be still in production.

The whole hardware and software and materials shall be open to any future renewals, capacity increases and interconnection with the other equipment, which are in use in NEK and which may be used for similar purposes.

All the works, materials and services, which have not been mentioned clearly in the technical specifications, but are necessary for the proper execution of the project shall be included in the offer. If anything is excluded, it shall be mentioned explicitly in the offer.

SYSTEM DESCRIPTION
Multi functional corporate GIS for Power Transmission Network (PTN) of the Republic of Bulgaria, should be a modern GIS, which should be based on applying of contemporary geo technologies and system architectures. It should be a unity of hardware, software, data, procedures and persons, which provide reaching the aim of organization function.  
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GIS for Power Transmission Network (PTN) of the Republic of Bulgaria will be a distributed information system (IS) and will cover the entire territory of the country. The structure of the GIS (as it is shown on figures 2-5) will consist of: central servers, two regional servers and number of work places with different functions and rights for IS access and data usage. Software part of GIS for PTN includes: operation systems, DBMS, base GIS platform and on- purpose developed application software. For the purposes of this project the territory of Bulgaria is separated conditionally in three parts – western, northern and southern parts. The central servers, the data base and the specific GIS applications will be situated at the Western part of the country. This part is called SITE WEST. The local servers and the belonging parts of the data base will be situated at the southern and northern parts of the country - called SITE SOUTH and SITE NORTH. The sites are shown on the figure below. 
Fig.1

The aims of the design of the hardware and software GIS structures are: 

A maximal reliability of the information system should be reached – duplication of the system on Site, replication of the data base between the Sites by the scheme SITE SOUTH and SITE NORTH replicate at SITE WEST (CENTER) and SITE WEST (CENTER) replicates the respective data base at SOUTH and NORTH. 
A maximal speed of the access to the data in GIS should be achieved. Each site serves its adjacent PTR. All system clients have access to the central data base. 

A maximal data security should be achieved – a big amount of data for the Bulgarian electricity transmission networks are classified.

The existing information systems at the electricity transmission networks should be upgraded and completed with new delivered GIS hardware and software elements so as to be compatible. This will bring savings by the purchase of software licenses and hardware components. 

The data traffic (flows) should be organized so that a maximal transmitting ability of the NEK communication medium should be ensured. The future development plans should be foreseen. 

The specifications given in the following 3 Lots are requirements based on the item’s projected function or purpose. Characteristics and features deviating from particular technical solutions, figures or values given in the specifications (unless exceeding the requirements), due to the particular design of the actually offered product, are acceptable, as long as the functional capacity is at least equivalent to the given specification and permissible under the requirements according to EU technical regulations, or standards quoted in the Technical Specifications. Full compatibility with other items specified, or equipment already available at the beneficiary institution when described in these Technical Specifications, is mandatory. Uncertainty, Accuracy and Class shall always be as required or better. Adequate documentation to assess the respective capacity, quality, compatibility and inter-connectivity of the product offered must be included with the offer.
Any specification referring to or suggesting a particular product or manufacturer, in particular to types, models and brand names, are always to be understood as “or equivalent”. Where equivalency shall be subject to technical evaluation, the respective documentation of equivalency, and - if appropriate - an assessment by an independent party, shall be provided with the offer.
GENERAL VIEW OF GIS HARDWARE STRUCTURE

Fig 2
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CONFIGURATION OF HIGH AVAILABILITY NORTH AND SOUTH SITES

Fig 4
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TECHNICAL CHARACTERISTICS/FUNCTIONAL CAPABILITYes OF HARDWARE SYSTEM COMPONENTS
Lot no 1: HARDWARE, OS, DBMS, storage and communication platforms 
1 BACKGROUND INFORMATION

This specification concerns minimal requirements of hardware and software equipment   supply for regional site - NORTH.

The equipment for regional site – NORTH must be compatible with the equipment of site SOUTH delivered in the first part of this project. 
Equipment already available at beneficiary institution is:

· 6 x Blade Servers with SuSE Linux Enterprise 9.0;

· 5 x Two CPUs Servers with SuSE Linux Enterprise 9.0;

· 10 x  Two CPUs Servers with Windows 2000/2003;

· 2 x Two CPUs Servers with HP-UX.

All of them with 1 Gb LAN and SAN connectivity.

There is SAN storage equipment – HP MSA1500i.

There is 122 PCs with Windows XP Professional.

The technical equipment for North site is specified according to the vision of the structure shown on Fig 4. 

There are four servers organized as follows:

· For DBMS Oracle – 2-node cluster based on servers on x86_64 CPUs;
· For GIS Application software - 2-node cluster based on servers on x86 CPUs.
Clustering software should provide minimizing planned and unplanned downtime for Linux application such as Apache, Tomcat, NFS, Oracle and Samba. GIS data will be kept at the SAN as it is specified in the tables bellow (Tables with technical characteristics of DB and GIS application servers shown below at Items 1, 2 and 3).
2 SUPPLY OF HARDWARE AND SOFTWARE PLATFORMS FOR north SITE - TECHNICAL CHARACTERISTICS/ FUNCTIONAL CAPABILLITYes OF HARDWARE SYSTEM COMPONENTS

	Item Number  
	Specification Requirements
	Specifications  Offered
	Notes, remarks, 
ref to documentation
	Evaluation Committee’s notes

	Item 1
	DB Server + Accessories + Software (North Site)

Quantity: 2
	
	
	

	
	Form factor - 19-inch Rack Mountable
	
	
	

	
	CPU - 2 x AMD Opteron 2.6 GHz / 1 GHz Dual-Core Processors with 1 MB L2 cache per core or other equivalent processors
	
	
	

	
	Memory - 6 GB, Advanced ECC, PC2-5300 DDR2, up to 16 GB
	
	
	

	
	Free Memory Slots - Min 4
	
	
	

	
	Hard Drives - 3 x 72 GB, SAS, 10000 rpm, Hot plug
	
	
	

	
	Optical drive - DVD+RW 8x
	
	
	

	
	Storage Controller - SAS controller supported RAID Levels 0,1 and 5 with 512 MB Battery Backed Write Cache
	
	
	

	
	Storage Connectivity - 2 x Dual Channel 4 Gb/s FC Adapters
	
	
	

	
	Networking - 2 x 10/100/1000 Ethernet Controllers and 1 x 10/100 NIC for management
	
	
	

	
	Remote management software - Supervisor software for remote administration, monitoring, analyzing, control and deployment with the following features:

· Virtual Text Remote Console and Power Button Control

· Browser and command line access 

· Industry Standard 128-bit Secure Sockets Layer (SSL) and Secure Shell Security  

· Automatic Server Recovery
	
	
	

	
	Power supply - Hot-plug redundant power supplies, hot-plug redundant fans
	
	
	

	
	Operating System - SuSE Linux Enterprise Server 10 or later
	
	
	

	
	Application Software - Oracle Database 10g Standard edition (licenses per 10 users with 1 year support) or equivalent RDB
	
	
	

	
	Clustering Software - A complete suite of HA (High Availability) solution to ensure high levels of system availability for business-critical applications such as Oracle Database 10g or equivalent RDB, GIS and WEB applications running on Linux.  It must protect applications from a wide variety of software and hardware failures, monitoring the health of each server (node) and quickly responding to failures including system processes, system memory, LAN media and adapters, and application processes. The software should have ability to enable clustering of servers with shared storage from disk arrays in a 2 to 4 - node Fiber Channel configuration.
	
	
	

	Item 2
	GIS Application Servers + Accessories + Software (North Site)

Quantity: 2
	
	
	

	
	Form factor - 19-inch Rack Mountable
	
	
	

	
	CPU - 2 x Intel Xeon 3.0 GHz, 1333MHz FSB, Dual-Core Processors with 4 MB L2 cache or equivalent AMD Opteron processor with equivalent performance or other equivalent processors
	
	
	

	
	Memory - 4 GB, Advanced ECC, PC2-5300 DDR2, up to 32 GB
	
	
	

	
	Free Memory Slots - Min 2
	
	
	

	
	Hard Drives - 3 x 72 GB, SAS, 10000 rpm, Hot plug
	
	
	

	
	Optical drive - DVD+RW 8x
	
	
	

	
	Storage Controller - SAS controller supported RAID Levels 0,1 and 5 with 512 MB Battery Backed Write Cache
	
	
	

	
	Storage Connectivity - 2 x Dual Channel 4 Gb/s FC Adapters
	
	
	

	
	Networking - 2 x 10/100/1000 Ethernet Controllers and 1 x embedded 10/100 NIC for management
	
	
	

	
	Remote management software -  Supervisor software for remote administration, monitoring, analyzing, control and deployment with the following features:

· Virtual Text Remote Console and Power Button Control

· Browser and command line access 

· Industry Standard 128-bit Secure Sockets Layer (SSL) and Secure Shell Security

· Automatic Server Recovery
	
	
	

	
	Power supply - Hot-plug redundant power supplies, hot-plug redundant fans
	
	
	

	
	Operating System - SuSE Linux Enterprise Server 10 or later
	
	
	

	
	Clustering Software - A complete suite of HA (High Availability) solution to ensure high levels of system availability for business-critical applications such as Oracle Database 10g or equivalent DB, GIS and WEB applications running on Linux.  It must protect applications from a wide variety of software and hardware failures, monitoring the health of each server (node) and quickly responding to failures including system processes, system memory, LAN media and adapters, and application processes. The software should have ability to enable clustering of servers with shared storage from disk arrays in a 2 to 4 - Fiber Channel configuration.


	
	
	


	Item 3
	Storage Solution SAN  (North Site)

Quantity: 1
	
	
	

	
	Form factor - 19-inch Rack Mountable
Offered storage array must be delivered with 19-inch computer rack, separately from other items.
	
	
	

	
	Capacity / Scalability – The storage array should be delivered with 32 pcs FC dual ported hard disk drives at 300GB configured with min 4 drive enclosures.
· Offered Array shall be scalable to min. of 33TB capacity using 300GB FC dual attached drives.
· Array shall be scalable to min. of 110 drives.

· The storage array should support 2 Gbps dual-ported 36 / 72 / 146 / 300GB hot-pluggable Enterprise FC hard drives and 2 Gbps dual-ported 250 / 400 / 500 GB FATA hard drives.

· The Storage array should support FC / FATA drives in the same disk shelve of Enterprise FC disks.
	
	
	

	
	Storage control and HA (High Availability) - The storage array should support and have to be offered with dual, redundant, hot-pluggable, active-active array controllers. 

· Controllers shall be true Active-Active controllers so that a single Logical Unit can be load balanced across both the controllers at the same time. 

· The storage array should have a minimum of 2GB mirrored cache and 2 GB control cache.
· Storage subsystem shall have in-built cache ON/OFF management facility for a given LUN for the effective management of Cache in various operations like backup, disk intensive operation etc…
· The storage array should have a dual redundant dedicated path for cache mirroring.
· Storage system shall support Switched Architecture between Disk drives and Array controllers instead of connecting them in Daisy chaining fashion.
· Offered Storage Array shall be configurable in a No Single Point of Failure configuration including Array Controller card, Backplane, Cache memory, FAN, Power supply etc.
· Storage box shall have more than 140,000 cache IOPS.
	
	
	

	
	· Offered Storage shall have minimum of 4 host ports at 4 Gb/s each for connectivity to servers.
· Offered Storage shall have minimum of 4 device ports for disk connectivity.

· The storage array should support hardware based RAID 0, 1, 0+1, 5 levels.
· The storage array should support a mix and match of different RAID levels on the same set of hard drives.

· The storage array should support virtualization at the storage controller level. Implementation of virtualization should be a feature of the controller firmware and not involve any additional software.

· The storage array should support global distributed online hot spare.

· The storage array should support 1024 LUNs of a minimum of 1 GB and a maximum of 2 TB in increments of 1 GB.
· The storage array should support online capacity expansion by self-tuning and dynamic load leveling when additional capacity is added.
· The storage array should support online volume / LUN expansion.
	
	
	

	
	· The storage array should have optional support controller-based functionality for pointer-based snapshots as well as full physical copies.
· The storage array should deliver with ability (Licenses, LTU, Rights to use included in the prices) for 33TB disk space support capacity for free snapshots, which do not require disk space to be locked. The full physical copy may require a target LUN of same size as the parent LUN but should be immediately available for access at the point when it was created.

· The storage array should support more than 6 snapshots for any given single, original LUN / volume.
· The storage array should have a capability to deliver a performance greater than 630 MB/s.
· The storage array should deliver with ability (Licenses, LTU, Rights to use included in the prices) for 33TB disk space support capacity for comprehensive performance of the storage, management for min. 21 Servers (11 Windows 2003 and 10 SuSE Linux) connected to SAN.
· The storage array should deliver with ability (Licenses, LTU, Rights to use included in the prices) for multipath and failover software for min. of 21 Servers connected to SAN (11 Windows 2003 and 10 SuSE Linux).
	
	
	

	
	FC connectivity - 2 x FC switches with min 16 FC ports each:     
· FC ports - 4Gb/s
· All ports must be populated with SFPs
· Software and licenses for Fabric services: 
· Simple Name Server; 
· Registered State Change Notification (RSCN), 
· Advanced Zoning; 
· Fabric Watch; 
· Extended Fabrics; 
· Remote Switch; 
· ISL Trunking; 
· Performance Monitoring must be included
	
	
	

	
	Management unit – integration system for management of the Storage Array, FC Switches, Tape Library, Backup Software; with support for SAN infrastructure, appliances and applications. 

Management unit must use min. 2 x Intel Xeon or equivalent AMD Opteron with equivalent performance processors or other equivalent server processors.
Must have min. 2 x 4 Gb/s FC interfaces and min 2 x 10/100/1000 Ethernet Controllers for high availability.

Must have SCSI (SAS) RAID controller supported RAID Levels 0, 1 with min. 2 x 36GB SCSI (SAS) hard disk drives for high availability.

Must have redundant power and cooling modules.
	
	
	

	
	Supported OS - The storage array should support industry-leading Operating System platforms including Windows 2000 (Advanced Server), Windows Server 2003 (Enterprise Edition), HP-UX, RedHat and SuSE Linux .The storage array should support multiple clusters of various operating systems mentioned above.
	
	
	

	
	Power supply - The storage array should support and be delivered with dual, redundant power supplies for each array controller and disk enclosures.
	
	
	

	
	Backup Tape Library - Native data capacity of min 18TB (uncompressed) expandable to 36TB (compressed).
· Tape Library shall provide remote monitoring capability.
· The Tape Library unit shall be configured with two LTO Gen3 Tape Drives.

· Tape Drive Architecture in the Library shall conform to 4 Gb/s Native Fibre Channel standards.

· Offered LTO3 drives in the Library shall conform to the Data rate matching technique for higher performance.
· Tape library shall have bar code reader.

· Offered LTO3 drive in the library shall offer WORM support.
· Tape Library shall provide Fiber connectivity to SAN Environment.
	
	
	

	
	· Offered LTO3 drives shall have native speed of 80MB/sec and a compressed speed of 160 MB/sec for 2:1 compression.

· The Tape Library shall be quoted with a minimum of 2 tape drives.
· Tape Library should have WEB based GUI.
· All slots must be populated with tape media.

· One Cleaning tape media.

· The library must be rack mountable in standard 19” computer rack.
	
	
	

	
	Backup Software Specification - The proposed Backup Solution should be available on various OS platforms such as Windows and Linux platforms and be capable of supporting SAN based backup / restore from various platforms including HP-UX, RedHat and SuSE Linux, and Windows 2000 and 2003 (32 and 64 bit).
· Proposed backup solution shall be offered with Cluster license of server. 

· Proposed backup solution shall support industry leading cluster solution such as MSCS, MC Service Guard, VERITAS Cluster, or other equivalent product.

· Proposed backup solution shall have same GUI across heterogeneous platform to ensure easy role based administration.
	
	
	

	
	· The proposed backup solution should allow creation of additional backup copies, run concurrently with primary backup, within the same Library or over the network to another tape library/stand alone drive of different format medium (e.g. Ultrium to SDLT etc..) to allow easy valuating operation.

· The proposed backup solution supports the capability to write data streams to a single tape device or multiple tape devices in parallel from multiple clients to leverage the throughput of the Ultrium Drives using Multiplexing technology. 
· The proposed backup solution should support de-multiplexing of data cartridge to another set of cartridge for selective set of data for faster restores operation to client/servers.

· The proposed backup solution should allow creating tape clone facility after the backup process.

· The proposed backup solution has in-built frequency and calendar based scheduling system and supports Clustering the Backup Server and Media Server on Windows and Linux.
	
	
	

	
	· Backup solution shall be configured and delivered with all licenses for Client and Media servers for LAN and SAN based backup.
· The proposed backup solution shall be offered with unlimited client and Media (Both Cluster and standalone) or at least 23 Servers (11 Windows 2003, 10 SuSE Linux and 2 HP-UX) and 122 PC Client and Media licenses (Both Cluster and standalone) for SAN based backup and LAN based backup.

· Backup Software should be able to rebuild the Backup Database/Catalog from tapes in the event of catalog loss/corruption. 
· The proposed Backup Solution must be certified for “Hot-Online” backup solution for different type of Databases such as Oracle, MS SQL.
· The Proposed backup solution shall provide granularity of single file restore.

· The Proposed backup solution shall be designed in such a fashion so that every client/server in a SAN can share the robotic.

· Backup Solution shall be able to copy data across firewall.
· License for 1TB volume space for zero downtime backup solution certified for storage solution

· Backup Solution shall support automatic skipping of backup during holidays.
	
	
	

	Item 4
	Rack cabinet and accessories (North Site)

Quantity: 1
	
	
	

	
	Form factor - 42 U Rack cabinet
	
	
	

	
	Accessories - Doors, Side Panels and other necessary accessories supplied including rails/mounting kits for all hardware in specification mentioned in items 1 and 2. 
	
	
	

	
	Cooling - Necessary Cooling Fans
	
	
	

	
	KVM Switch - KVM-switch unit to allow control of each server unit from a single keyboard, mouse, screen
	
	
	

	
	Management Console - Min 17“ TFT display, keyboard and mouse
	
	
	

	
	UPS - Min 2 x  3 KVA

SNMP management card
	
	
	

	
	Software - Rack and power management software for remote health monitoring, analyzing and control.
	
	
	

	Item 5
	Workstations + Monitors + Software

Quantity: 15
	
	
	

	
	Case - Tower
	
	
	

	
	CPU - 2 x Intel Xeon 2,0 GHz, 1333MHz FSB, Dual-Core Processors with 4 MB shared L2 cache or AMD Opteron processor with equivalent performance or other equivalent processors
	
	
	

	
	Memory - 2 GB, ECC, PC2-5300 DDR2-667 MHz  up to 16 GB
	
	
	

	
	Free Memory Slots - Min 2
	
	
	

	
	Disk controller - Integrated SATA 3.0Gb/s, RAID 0, 1 and 5 supported
	
	
	

	
	Hard Drive – 2 x 160 GB, SATA 3.0Gb/s, 10000 rpm
	
	
	

	
	Optical Device - 16 x DVD +/- RW Drive, DL, LightScribe or LabelFlash
	
	
	

	
	Video Controller - PCIe, min 128MB video memory, VGA and DVI output 
	
	
	

	
	Audio Controller  - Integrated
	
	
	

	
	Network Adapter  - Integrated 10/100/1000 Base-T LAN Adapter
	
	
	

	
	Communication ports - 1 x Parallel, 1 x Serial, 8 x USB 2.0 (min 2 front accessible)
	
	
	

	
	Expansion PCI Slots - 2 x PCI slots (full-length), 1 x PCI Express x16 for graphic card
	
	
	

	
	Power supply - Min 550 W power supply - Active PFC
	
	
	

	
	Keyboard - USB Latin/Bulgarian 
	
	
	

	
	Mouse - USB Scroll Optical Mouse
	
	
	

	
	Monitor -20” TFT from the same vendor

· Contrast ratio - 800:1

· Response rate - 8 ms

· Interface  - DVI

· Native resolution - 1600 x 1200@60Hz

· Viewing Angle Horizontal / Vertical – 175 ° / 175 °   
· Pixel pitch - max 0,26 mm
	
	
	

	
	Operating System  - MS Windows XP Professional  x64-bit 
	
	
	

	Item 6
	Large scale plasma monitor

Quantity: 1
	
	
	

	
	Technology - Plasma Monitor
	
	
	

	
	Screen size - Min 50 inch
	
	
	

	
	Depth - Up to 15 cm
	
	
	

	
	Compatibility - PC, TV
	
	
	

	
	Resolution - 1280 x 768
	
	
	

	
	Refresh rate - 85 Hz
	
	
	

	
	Dot pitch -  0,81 mm
	
	
	

	
	Brightness - 1000 cd/m²
	
	
	

	
	Contrast ratio -  Min 1100:1
	
	
	

	
	Horizontal/Vertical viewing angle - Min 160°/160°
	
	
	

	
	Interfaces  - Digital (DVI-D), VGA (HD-15), RCA/Composite, S-Video, Component Video, Mini-phone stereo, Serial (RS232)
	
	
	

	Item 7
	Network Router

Quantity: 2
	
	
	

	
	Form factor – 19-inch Rack Mountable with Rack mounting kit
	
	
	

	
	Architecture - Modularized
	
	
	

	
	Performance - Min 70 kpps
	
	
	

	
	Memory RAM/Flash - 256 MB / 128MB
	
	
	

	
	Interfaces - 2 x Fast Ethernet 10/100 Mbps

4 x E1, G703,  RJ45 (2048 Kbps) Ports
	
	
	

	
	Supported Routed IP protocols - Ipv4, Ipv6
	
	
	

	
	Supported Routing Protocols:
· OSPF

· BGP

· IS-IS

· EIGRP

· RIPv2

· NAT, PAT, Multicast NAT

· MPLS

· Load balancing
· Static Routes
	
	
	

	
	Security
· Tunneling (GRE, IP in IP, IPSec)

· 3DES(168 bit)/AES(256 bit) IPSec with min 80 Mbps Throughput 

· HSRP for MPLS VPN networks

· MD5 and SHA-1 authentication

· Access control lists (ACL)

· Stateful firewall filters

· SSH
	
	
	

	
	High Availability -Virtual Router Redundancy Protocol (VRRP)
	
	
	

	
	System Management and Administration – SNMP
	
	
	

	
	VLAN Support – 802.1Q
	
	
	

	
	QOS - Full QOS Support
	
	
	

	Item 8
	Ethernet Switch

Quantity: 2
	
	
	

	
	Form factor - 19-inch Rack Mountable with Rack mounting kit
	
	
	

	
	Memory RAM/Flash  - 64 MB / 8 MB
	
	
	

	
	Throughput - min  34 million pps
	
	
	

	
	Switching capacity - min 48 Gbps
	
	
	

	
	Latency < 5.5 µs
	
	
	

	
	Routing table size min 16000 entries
	
	
	

	
	Interfaces - min. 20 auto sensing 10/100/1000 Base-TX ports , 4 dual ports (10/100/1000 Base-TX or module for Gigabit – SX Fiber Optic) and Standard RS-232C for Management
	
	
	

	
	VLAN Support - 802.1Q, Group VLAN Registration Protocol (GVRP)
	
	
	

	
	Security
· SSH – secure connection for telnet services

· SSL - Secure Sockets Layer

· Secure FTP
· Access control lists (ACL)

· Port security
	
	
	

	
	Supported Standards and Protocols:
· Non-blocking architecture;

· Full IP layer 2 and 3;

· Layer 4 prioritization - enables prioritization; based on TCP/UDP ports;

· Traffic prioritization (802.1p);
· DHCP Relay;

· RFC 783 TFTP;

· RFC 1542 BootP;

· RFC 768 UDP;

· RFC 793 TCP;

· RFC 2030 Simple Network Time Protocol;

· 802.1D Spanning Tree;

· 802.1s Multiple Spanning Tree;

· IEEE 802.1w- Rapid Convergence Spanning tree protocol;

· RFC 854 Telnet;

· IEEE 802.3X Flow Control;

· iSCSI support;

· 802.3ad Link Aggregation Protocol (LACP).
	
	
	

	
	System Management and Administration
· SNMP;
· Web – based management;
· Alert log capability;

· RMON, XRMON, sFlow, and SMON.
	
	
	

	Item 9
	Tablet PC
Quantity: 10
	
	
	

	
	CPU -1 x Intel Core Duo 2,0 GHz, 667MHz FSB, Dual-Core Processors with 2 MB L2 cache  AMD processor with equivalent performance or other equivalent processors
	
	
	

	
	Memory - 1 GB, PC2-5300 DDR2-667 MHz.
	
	
	

	
	Hard Drive – 1 x 80 GB, SATA, 5400 rpm.
	
	
	

	
	Display -12” TFT, XGA Wide Viewing Angle Display with Digitizer (1024 x 768 resolution and 16 M colors).
	
	
	

	
	Video Controller -Integrated.
	
	
	

	
	Audio Controller - Integrated.
	
	
	

	
	Network Adapter - Integrated 10/100/1000 Base-T LAN Adapter.
	
	
	

	
	Wireless Devices – Integrated, 802.11a, b and g, Up to 54-mbps data rate, Integrated Bluetooth v 2.0 compliant.
	
	
	

	
	Modem - 56K V.92 Data/Fax modem.
	
	
	

	
	Expansion Card Slots – 1 x PCMCI Type I / II PC Card slot supports 32-bit CardBus and 16-bit PC Cards.
	
	
	

	
	Media Slots – 1 x SD (Secure Digital) and MMC (MultiMedia Card) digital slot.
	
	
	

	
	Pointing Devices - Touchpad with scroll zone and Point stick.
	
	
	

	
	Interfaces - 3 x USB 2.0, 1 x FIR Port,  1 x DB15 VGA
	
	
	

	
	Battery - Lithium-Ion,  Battery Life – min 5 hours,  System Standby Battery Life – min 1 week.
	
	
	

	
	Security - Biometric Fingerprint Sensor.
	
	
	

	
	Keyboard - Latin/Bulgarian compatible keyboard 
	
	
	

	
	Mouse - USB optical travel mouse.
	
	
	

	
	Docking Station -  Gigabit NIC pass through, modem pass through, legacy parallel and serial ports, DVI, USB 2.0 ports, DVD+/-RW media.
	
	
	

	
	Operating System  - MS Windows XP Tablet PC Edition.
	
	
	

	Item 10
	Servers (North Site) accessories
	
	
	

	
	Hard Drives for Items 1 and 2
72 GB, SAS, 10 000 rpm, Hot plug 
Quantity: 2
	
	
	

	
	Fiber Channel Cards for Items 1 and  2 

Dual Channel  4 Gb/s FC Adapters 

Quantity: 2 
	
	
	

	
	Networking for Items 1 and 2 

2 x 10/100/1000 Ethernet Controllers 
Quantity: 2
	
	
	

	
	Memory Modules for Items 1 and 2
1 GB PC5300 DDR2 - Quantity: 2
2 GB PC5300 DDR2 - Quantity: 2
	
	
	

	
	Optical Cables for Items 1, 2 and 3.

Optical patch cords with 2m length LC-LC

Quantity: 2
Optical patch cords with 5m length LC-LC

Quantity: 2 

Optical patch cords with 15m length LC-LC

Quantity: 2
	
	
	

	Item 11
	Storage Solution SAN  (North Site)accessories
	
	
	

	
	Hard Drives for SAN on  Item 3 

FC dual port hard disk drive - 300GB 

Quantity: 2 
	
	
	

	
	Hard Drives for Management point on Item 3
36GB SCSI (SAS) 
Quantity: 1
	
	
	

	
	SFPs  for FC Switches on Item 3

4Gb/s SFPs
Quantity: 2
	
	
	

	
	Media for Backup Tape Library on Item 3
Quantity: 2
	
	
	

	Item 12
	Training Courses for IT Specialists of:

Quantity: 3 IT Specialists
	
	
	

	
	Hardware and Software Installation and maintenance for Item 3 A training programme to be submitted by the tenderer.
	
	
	


3 WArranty period and maintanance services

The bidder must ensure all products and licenses for integration of the proposed solution with the existing environment.

Bidder must install, configure and put it to operation the entire solution.
All the products supplied under this lot shall be subject to a minimum of 1 year standard warranty and 3 years commercial warranty (incl the SW under item 3).
On site maintenance and repair (change) of fault module (part) within 48 hours of reported failure.
 All parts and labour supplied under the warranty shall be at no charge to the Recipient organisation. 

Repairs will be carried out on site wherever it is possible. Where this is not possible, replacement equipment of similar or better specification will be provided before equipment is removed from site.

4 TIME LIMITS FOR DELIVERY

All equipment and software must be delivered within 120 days  after contract signing 
5 PLACE OF DELIVERY

Bulgaria, 1407 Sofia, 51 James Bautcher Blvd., NEK EAD High Voltage Network Enterprise.
6 INSTALLATION

The suppliers are obligated to install all hardware and software equipment on site. Bulgaria 1407 Sofia, 51 James Bautcher Blvd., NEK EAD High Voltage Network  Enterprise 
Hardware to be installed and configured under the supervision of an authorised system administrator of the “HVN” E, IT Department.

All equipment and software supplied will undergo acceptance tests following the delivery. 

Acceptance tests will be carried out within two weeks of delivery.  
7 COMMISIONING

Required
Lot no 2: DIGITAL MAP OF BULGARIA
1 BACKGROUND INFORMATION

The map of Bulgaria on scale 1:25 000 contains approximately 1300 paper parts (partitions).  

The Digital map will contain two types of data raster and vector. It is expected to be available 30 % of this map (for Burgas, Yambol, Ruse, Silistra, Razgrad and Stara Zagora) at the Beneficiary till the delivery time.  
SUPPLY OF DIGITAL MAP OF BULGARIA ON THE SCALE 1:25 000 for the rest of administrative areas of bulgaria: (BLAGOEVGRAD, VARNA, VELIKO TARNOVO, VIDIN, VRATCA, GABROVO, DOBRICH, KARDGALI, KJUSTENDIL, LOVECH, MONTANA, PAZARDGIK, PERNIK, PLEVEN, PLOVDIV, SMOLJAN, SOFIA, SOFIA-REGION, TARGOBISHTE, HASKOVO, SHUMEN)

	Item Number 
	Specifications
	Specifications  Offered
	Notes, remarks, 
ref to documentation
	Evaluation Committee’s notes

	Item 1
	Digital map of Bulgaria of(on) the scale 1:25 000
	
	
	

	
	The digital map should contains two type of data as follow:
	
	
	

	
	A colour raster image – georefered in geodetical system ETRF’89


	
	
	

	
	Roads – vector data for linear objects 


	
	
	

	
	Inscription of the roads – text data for the roads 


	
	
	

	
	Railway – vector data for linear objects


	
	
	

	
	Inscription of the railway objects - text data for railways

	
	
	

	
	Residential area – vector data for poligons 

	
	
	

	
	Inscription of the residential areas – text data


	
	
	

	
	Grid of the map partitions -  inscriptions of the partitions (sells) 

	
	
	


Lot no 3: base gis software platform components

TECHNICAL CHARACTERISTICS / FUNCTIONAL CAPABILITY OF THE base gis SOFTWARE SYSTEM COMPONENTS

1 BACKGROUND INFORMATION

The main part of GIS for PTN is the base software GIS platform which includes: GIS server, Web GIS server, Enterprise GIS application server, different desktop GIS clients, mobile GIS clients and GIS develop environment. 

The proposed base GIS platform components should provide the components of base software GIS platform, which are necessary to achieve more completed functionality of the base software GIS platform.

The proposed software components should be compatible with the ESRI components delivered in the first part of this project. 

Software layers

Fig. 5


General requirements to the Base software GIS platform components

General description

· Server software environment for building server hosted GIS applications that are distributed over the enterprise Web or LAN.

· Software for automatic gener​ation, visualization, and manipulation of diagrams from network data or data that has attributes for relationships. 

2. SUPPLY OF GIS SOFTWARE PLATFORMS FOR NORTH SITE
	Item Number 
	Specifications
	Specifications  Offered
	Notes, remarks, 
ref to documentation
	Evaluation Committee’s notes

	item 1
	Enterprise GIS application server 

Quantity: unlimited 
Software Functionality:
	
	
	

	
	General mapping – ability to visualize maps or specific sets of data, to perform on the fly projection of all data, to add layers on the fly, etc


	
	
	

	
	Ability applications to be accessed by thin or through thick clients – end users can interact with the application using their Web browser, desktop client or mobile client. 


	
	
	

	
	Ability to build and deploy GIS web applications using .NET or Java.


	
	
	

	
	Ability to Publish Advanced GIS Web Services based on XML/SOAP that can be consumed by other software programs throughout an organization.Example:SAP/R3


	
	
	

	
	Capability of centralized, multi-user geodatabase editing – ensures that remote editors are able to make their updates directly to multi-user geodatabases while maintaining data integrity.


	
	
	

	
	Ability for spatial analysis operations on a server – enables end users who need to perform advanced GIS functions, such as analytical and spatial query operations by providing access to comprehensive GIS logic to support these focused spatial operations.


	
	
	

	
	Integration of GIS and other Information Systems – supports multi-tier computing, DBMS access and use, enterprise application servers such as .NET and J2EE, and a number of developer APIs (Java, .NET, C++, COM, and SOAP) to build and integrate GIS logic with other enterprise technology.


	
	
	

	
	Ability to perform network utility analysis – network-based spatial analysis capabilities including routing, travel directions, closest facility, service area analysis, etc.

	
	
	

	
	Data rendering (all supported data features, annotation, graphics, labels, etc.), linear referencing and standard and advanced geocoding capabilities – reverse, and batch geocoding, automate, deautomate, and rebuild geocoding indexes, ability to standardize addresses, etc.


	
	
	

	
	Ability to manage tabular data, vector data display, thematic vector data classification, symbology and surface display


	 
	
	

	
	Raster data support (direct read and write of raster data, map and statistics display, classification, etc.) and terrain and 3D tools


	
	
	

	
	Ability to run across a single or distributed system of servers with any number of CPUs and independently of the platform (MS Windows, Linux, etc.) 


	
	
	

	
	Integration with geo server, Web map server, GIS SW for editor and manager users and SW for mobile users.


	
	
	

	Item 2
	SW for network diagram  

Quantity: 1license 
Software Functionality
	
	
	

	
	On-the-fly diagram generation 
	
	
	

	
	Logical and physical representation
	
	
	

	
	Interaction between the geographic data view and the schematic view
	
	
	

	
	Inside plant representation
	
	
	

	
	Multi-representational views – The same set of network features can be seen in different graphical representations (geo-schematic, schematic).
	
	
	

	
	Automatically generation of schematics from complex networks.
	
	
	

	
	Check network connectivity.
	
	
	

	
	Optimization of network design and analysis.
	
	
	

	
	Forecast and plan (e.g., conduct modeling, simulation, and comparative analysis).
	
	
	

	
	Perform quality control of network data.
	
	
	

	
	Dynamic interaction with geographic information system (GIS) software through a schematic view.
	
	
	

	
	Perform commercial and market analyses.
	
	
	

	
	Generation of flowcharts.
	
	
	

	
	Management of interdependencies.
	
	
	

	
	Predefined, customizable positioning algorithms for representation of any type of network and diagrams.
	
	
	

	
	Set of refinement tools – The layout of diagrams should easily be arranged using the various refinement tools (symbols alignment tool, rotate a part or subpart of a network, collapse a selection of features, etc).
	
	
	

	
	Connection to multiple data sources – Both spatial and non spatial data should be managed, and users should be interacting with a geo database or other network-related databases within a single session.
	
	
	

	
	Symbology should be driven by attributes in the geo database, prevent​ing discrepancies between the schematic and the database and eliminating the need for a redundant database.
	
	
	

	Item 3


	GIS Software for mobile users
Quantity – 20 licences 
	
	
	

	
	To work with (to exchange data with) the proposed Server and desk top GIS products.
	
	
	

	
	Support for industry-standard vector and raster image display
	
	
	

	
	Creating and editing spatial data using input from the  pen pointer or GPS;
	
	
	

	
	Map navigation, including pan and zoom, spatial bookmarks, and centre on the current GPS position ;
	
	
	

	
	Data query to identify features, display hyper links, and locate features 
	
	
	

	
	Map measurement of distance, area, and bearings 
	
	
	

	
	GPS navigation 
	
	
	

	
	Application development to automate GIS fieldwork
	
	
	


3. WARRANTY and maintanance services
· For all delivered software products to provide minimum 1 year warranty maintenance 

· During the Warranty maintenance the reaction time has to be 24 hours from the time of the notification.

· Time for the defect removal must be 120 hours after the notification.
· It is expected a detailed schedule for Maintenance of the IS during the Warranty Period to be presented by the Tenderer;
· After finishing the Warranty period, to offer a possibility for Non-Warranty Maintenance for at least 3 years following.
· Parameters of Non-Warranty Maintenance must be the same as for Warranty Maintenance.
4. TRAINING and documentatioN

· To provide training for usage of the delivered products.

· Training shall include 50 users and 10 administrators from the CU of PTN Enterprise and ETR

· Training shall last not less than 5 days for users and not less than 6 days for the administrators of the system.
· The Supplier shall propose the number of the training sessions for proper cover of all mentioned system clients. All training sessions shall take place in Sofia;

· The expenses on organizing of the Training environment shall be on Supplier.

· All expenses for ensuring the Trainees on Training site shall be on the Beneficiary. 

Deliverables

The Supplier will deliver:

· Training plan including exercises, all class supports (presentations…), organization of sessions, evaluation grids.

· Training organization plan including location of sessions, description of equipment, number of persons trained; dates.

· Training session test;

· Training Certificates;

· The relevant documents for each item in specification shall be included in English and Bulgarian in the offer.

· Application client software products shall have corresponding user guide in English and Bulgarian.

· An Administrator guide shall be delivered for the system – in English 

· Every separate application shall have separate documentation comprising:

· on-line help

· User manual 

The documentation must be available in paper and numeric formats
5. TIME LIMITS FOR DELIVERY

120 days following the date of signature of the contract.

6. PLACES OF DELIVERY
Bulgaria, 1407 Sofia, 51 James Bautcher Blvd., NEK EAD High Voltage Network Enterprise 
7.  INSTALLATION AND TESTS

Acceptance tests: 

· Testing after installation of the software elements with real data

· Testing of the delivered GIS software jointly with the developed specific GIS software , as a system with real data 

8.  COMMISSIONING
Required

Operating System





Clustering Tools





Oracle Database 10g





Base GIS Software





Specific GIS Software
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